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Abstract--- Medical diagnosis is an important domain of research which aids to identify the occurrence of 
a disease. The paper proposes a novel glide path to knowledge discovery in medical systems by acquiring 
relevant information from the data set. This approach makes diagnosis easier. Using naive bayes, the 
overall speed and accuracy of the algorithm increased and  extract high quality data set from an 
unstructured text. The primary advantage of the scheme is that it can be used to whatever sort of dataset 
whether it is a predefined dataset or not. 
Keywords-Medical diagnosis, knowledge discovery, naïve bayes. 

I. INTRODUCTION 
Medical data mining focuses on various data mining techniques used particularly in medical 

application. Various Malaysian medical data collected and stored in Medical Data Repository. These data are 
used for various techniques and tasks. Among techniques used are statistical techniques, Neural Network, 
Rough Set Theory and Hybrid techniques. Medical data repository is a complete collection of medical data 
stored systematically and accessible in various formats. The data repository serves as a platform for researchers 
to develop new data mining techniques. The collection of data mining techniques will produce an intelligent 
data miner to support medical users such as medical institutions, hospitals, research centers, medical specialist 
and officers, medical policy makers and government. Medical data mining is one of key issues to get useful 
clinical knowledge from medical databases. These algorithms either rely on medical knowledge or general data 
mining techniques. Further, it is often the case that finding the correct subset of predictive features is an 
important problem in its own right. For example, physician may make a decision based on the selected features 
whether a dangerous surgery is necessary for treatment or not. 

II. Related work 
There are many ongoing researches in the field of medical diagnosis. Bayesian networks (BN) plays an 

important role in medical diagnostics. It is used to represent conditional dependencies among the random 
variables. It computes the probability of the occurrence of various diseases when the symptoms are given . The 
KNN is the simplest of all classifiers and is used in predicting diseases. ANN also called Neural Network 
consists of a neurons that are interconnected. They represent relationships between inputs and outputs. Patient is 
assigned to one of the classes of diseases with this network. ANN is good in identifying diseases and does not 
need any details of how to recognize as it learns by example . It is easy to maintain and has good capacity. Has 
good computational power with good accuracy. Back propagation is used to train artificial neural networks. It is 
a supervised learning method.  

III. Proposed  methodology 
In the proposed work user will search for the disease diagnosis (disease and treatment related 

information) by giving symptoms as a query in the search engine. These symptoms are preprocessed to make the 
further process easier to find the symptoms keyword which helps to identify the disease quickly. The symptoms 
which keyword is matched with the stored medical input database to identify the multiple diseases related to that 
keyword. Multiple diseases is identified, it will make the pattern matching about the multiple diseases and also 
find the probability of diseases. Then the disease will make a differential diagnosis to find the disease accuracy. 
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Fig 1. System architecture 

The first step is user interface and select the symptoms. Next process database will preprocessing the 
dataset. The description dataset to improve the quality of data. So for that tokenization is done after that filtering 
is done to remove the nouns, propositions and so on. The ranking is generated according to the percentage 
match of the total number of symptoms entered. If a single disease in the given subset gains maximum weight 
above all other diseases, it is the interpreted by the system as the possible diagnosis. This is especially the case 
of some diseases in an area, or some form of rare disease, or disease occurring due to various other factors. In 
such cases, it becomes very difficult to point at one disease using the symptom matching method. In such cases, 
recent medical historical data stored in the database of the proposed system is used. 

IV. IMPLEMENTATION 
Commonly used as a preliminary data mining practice, data preprocessing transforms the data into a format 

that will be more easily and effectively processed for the purpose of the user.  Searching a database of diseases 
and symptoms is time consuming there by requires large database access which decreases the accuracy of the 
system. The relevant information are retrieved from description database using tokenization, filtering and 
stemming. The keyword which is a preprocessed symptom is matched with the diseases stored in the local 
database to identify the corresponding disease related to those symptoms given by the user. K-NN is a type of 
instance-based learning, or lazy learning where the function is only approximated locally and all computation is 
deferred until classification. This feature has been identified as the most suitable for the present system. 

V. EXPERIMENTAL RESULTS 
In this system proposed using javascript and SQL was developed. The data have been obtained from limited 

scope. The system was run for a dataset of 4000 diseases. The dataset contains diseases along with their 
symptoms. Specific test cases were run, and the following results were obtained. The dataset used here is a 
description dataset. The quality and representation of data is important. So to reduce the dataset tokenization, 
filtering, and stemming is done to the dataset. It is done to the entire dataset. 
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Fig.2 Pattern Matching 

Fig. 2 shows the list of diseases found by matching symptoms and its probabilities of occurrence is 
calculated. This diagnosis matched very accurately with the patient’s actual  ailment. 

.  
Fig.3 Differential Diagnosis 

Fig. 3 shows the list of diseases and their probabilities of occurring calculated on the basis of differential 
diagnosis technique. The graph shows a graphical representation of the same.In this system, an additional step, 
where differential diagnosis has been combined with recent medical history, to get more accurate results, has 
been implemented. This step has given accurate results to catch recent trends. 
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VI. CONCLUSION 
Medical diagnosis is an important area of research which helps to identify the occurrence of a disease. Medical 
data is an ever growing source of information. The system, making use of various techniques mentioned, will in 
turn display the root disease along with the set of most probable diseases which have similar symptoms. The 
database used is a description database so to reduce the dataset tokenization, filtering and stemming is done. In 
this system, by using differential diagnosis, LAMSTAR, and Naive bayes, an attempt has been made to assist 
the doctors to perform diagnosis in accurate way. The main advantage of the system is that it can be applied to 
any kind of dataset whether it is a description dataset or not. 
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