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Abstract— Data mining enables us to extract interesting patterns from huge volumes of data. This can be 
a security/privacy issue, if we make sensitive information available to unintended users as a result of 
mining.  Preserving the privacy of sensitive data and individuals' information is a major challenge in 
many applications. Privacy concerns may prevent the parties from directly sharing the data and some 
types of information about the data.  Back propagation (BP) is one of the algorithms used for training 
neural networks. This algorithm is suitable for both single-layer and multi-layer models. Another neural 
network training algorithm values for weights. Training the network is achieved by iteratively adjusting 
the weights based on a set of input parameters. During this process a training sample is presented to the 
network and is forwarded to determine the resulting output. The difference between the obtained output 
and expected output in each output unit represents error. Error is back propagated is the Extreme 
Learning Machine (ELM) algorithm. This algorithm works only for single-layer models. This restriction 
makes ELM more efficient than BP by reducing the communication between multiple parties during the 
learning phase. Most of the neural network learning systems is designed for single-layer and multi-layer 
models which can be applied to continuous data and differentiable activation functions. The present work 
proposes a protocol for neural network training systems that guarantee data confidentiality when data is 
partitioned among several parties. The proposed protocol preserves the privacy of both the input data 
and the constructed learning model.  

Keywords— Data Confidentiality, Neural Networks, Back Propagation, Extreme Learning Machine, Paillier 
Encryption 

I. INTRODUCTION 

Neural Networks have been an active research area for decades. Trained neural networks can predict efficient 
outputs which might be difficult to obtain in the real world. When training neural network from distributed data, 
privacy is a major concern. With the invention of new technologies, whether it is data mining, in databases or in 
any networks, resolving privacy problems has become very important. Because all sorts of data are collected from 
many sources, the field of machine learning is equally growing and so are the concerns regarding the privacy. 

Data mining, the discovery of new and interesting patterns in large datasets, is an exploding field. Data 
mining techniques are used in business and research and are becoming more and more popular with time [4]. Data 
mining can extract important knowledge from large data collections about individuals. Protecting private data is 
an important concern for society. Data mining is under attack from privacy advocates because of a 
misunderstanding about what it actually is and a valid concern about how it’s generally done. A key problem that 
arises in any mass collection of data is confidentiality. The generic solutions are not efficient, especially when 
large inputs and complex algorithms are involved. This rises a need for suitable data privacy techniques. 

Privacy bothers many when the training dataset for the neural networks is distributed between two parties, 
which is quite common nowadays [18]. Existing algorithms provide neural network training by compromising 
privacy. In this paper we present an algorithm for preserving confidentiality in the neural network learning. We 
show that our algorithm is very secure and leaks no knowledge about other party’s data.  

The back propagation technique is a gradient descent method that establishes the weights in a multi-layered, 
feed forward neural network [15,16]. This method initially, chooses random through the network in order to 
adjust the weights. The training process continues until the root mean squared error from the output signal falls 
below a pre specified threshold. 
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Following are the steps of back propagation algorithm. 
1. Apply the inputs to the network, forward the inputs and work out the output.  
2. Next work out the error for neuron B.  

ErrorB = OutputB (1-OutputB)(TargetB – OutputB) 
The “Output(1-Output)” term is necessary in the equation because of the Sigmoid Function – if only a 
threshold neuron is being used, then it would just be (Target –  Output).  

3. Change the weight. Let W+ AB be the new (trained) weight and WAB be the initial weight.  
W+ AB = WAB + (ErrorB x OutputA) 

Update all the weights in the output layer in this way.  
4. Calculate the Errors for the hidden layer neurons. Unlike the output layer these can’t be calculated directly, 

so these are Back Propagated from the output layer. This is done by taking the Errors from the output 
neurons and running them back through the weights to get the hidden layer errors.  

5. Having obtained the Error for the hidden layer neurons now proceed as in stage 3 to change the hidden layer 
weights.  

Extreme Learning Machine (ELM) is a learning algorithm that is much faster than the conventional gradient-
based neural network training algorithms. It is proposed by G. Huang et al. [9]. ELM considers generalized Single 
Layer Feed Forward Networks (SLFNs) whose hidden layer need not be tuned [9]–[12]. It was originally 
developed for the single-hidden-layer feed forward neural networks. It randomly selects nodes in the hidden 
layer, and analytically computes the output weights of the network, faster and with better average performance 
than the BP algorithm. 

In the basic ELM, Hidden node parameters (ai, bi) remain fixed after randomly generated [10]. To train a 
single layer network is simply equivalent to finding a least-squares solution ἀ of the linear system Hα = T: ǁH ἀ - 
T ǁ = minα ǁH α - T ǁ  

The steps of basic ELM training algorithm are as follows: 
Inputs:  
Training set S = {(xi,ti) | xi ϵ Pd, ti ϵ Pm, i = 1, . . . , S}, an activation function, and L, the number of hidden 
nodes. 
Hidden node output function F (ai, bi, x),  

a) Randomly generate hidden node parameters (ai, bi), i =1, . . . , L., where L is hidden node number. 
b) Calculate weights and thresholds for each hidden node.  
c) Calculate the hidden layer output matrix H. 
d) Calculate the output weight vector α : α = H†T 

    Training a neural network requires the training samples from data owners. But in many cases, data owners are 
not willing to share their private data for training the network at the expense of compromising on privacy. In 
some countries, there are acts like HIPAA, Health Insurance Portability and Accountability Act rule [13] to 
prohibit using or distributing individual’s personal data. Even the insurance companies have to take authorization 
to reveal anyone’s health-related data [5]. Often, the training data samples used can be partitioned in two ways: 
Horizontally or Vertically. With horizontal partitioning, each party holds a subset of their own samples. In this 
case of network training, it does not pose a significant privacy threat, since each data holder can train the network 
during his/her turn. Vertical partitioning distributes columns of dataset across multiple parties [17]. Some 
columns of the dataset are with one party and other parties hold the remaining columns. This section discusses 
privacy preserving extensions of two popular network training algorithms BP and ELM when data is either 
horizontally or vertically partitioned. There is a general purpose method in cryptography known as secure multi-
party computation which can be applied during neural network training for privacy preservation [1]. This protocol 
can compute any probabilistic polynomial function privately.  

However, this general solution is very expensive to be applied to many practical problems and so is infeasible. 
II. RELATED WORK 

Chris Clifton, Murat,Jaideep vaidya and Xiadong Lin[6] suggested a toolkit of components for privacy 
preserving in data mining applications.The toolkit secures data in single party computation.Their results shows 
that the toolkit does not solve multi party computations. 

A. Evfimievski, J. E. Gehrke, and R. Srikant [7] define privacy breach as a property by which some private 
information of a client can be found by the server with high probability. They provide a new technique 
"Amplification" which ensures limitation on privacy breaches which occur using normal randomization technique 
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while protecting privacy. The authors claim to produce high quality limitation of privacy breach without the 
information regarding the distribution of the data. 

H. Kargupta, S. Datta, Q. Wang,and K. Sivakumar [8] questions the usage of the randomization technique for 
privacy preserving in data mining techniques, they show that randomization does not help completely in 
preserving privacy. They show that original data could be retireved from the randomized dataset. They also 
provide explicitly the assumptions made in preserving privacy in exisiting systems and provide ways by which a 
general framework could be provided for preserving privacy better. 

III. PROPOSED TECHNIQUES 

      In this section we are presenting new t data confidentiality technique, secure back propagation and privacy 
preserving ELM.  
A.  Data Confidentiality Technique 

This technique is based on the problem to decide whether a number is an nth residue modulo n2. This problem 
is believed to be computationally hard in the cryptography community, and is related to the hardness to factorize 
n, if n is the product of two large primes. 
       The notation we use is the classic one, with n = p*q indicating the product of two large primes, Zn the set of 
the integer numbers modulo n, and Z*.n the set of invertible elements modulo n, that is, all the integer numbers 
that are relatively prime with n. As usual, the cardinality of the latter set is indicated by |Z* n| and it is equal to the 
Euler’s totient function φ (n). 
Key Generation: 

a) Choose two large prime numbers p and q randomly and independent of each other such that 
a. gcd ( p * q, (p-1) (q-1)) = 1.  

b) Compute n=p*q and λ= lcm (p-1, q-1). 

c) Select random integer g where   

d) Compute , where function L  is defined as  . 
e) The public (encryption) key is (n,g). 
f) The private (decryption) key is (  λ , µ). 

Encryption 

      Let m < n be the plaintext and r < n a random value. The encryption c of m is c = Encryption(m) = g mr n  
mod n2.  

Decryption 

Let c < n2 be the cipher text. The plaintext m hidden in c is m = Decryption(c) = L( cλ mod n2)/L(gλ mod 
n2)mod n, where L(x) = (x − 1)/n. 
B. Secure Back propagation Algorithm 

In this work, to make the proposed algorithm more secure, sum is to be computed instead of simply using a 
random number as in traditional crypto systems. For that purpose, homomorphic encryption techniques presented 
in [3, 19] were used. While applying homomorphic encryption, at the end of each round of training, all the parties 
hold the encrypted shares of the weights and not the exact weights; this guarantees more security and privacy 
against the intrusion by the other party. 

In this training algorithm, the error function which is used to calculate whether the output is desired or not is 
given by:  ݁ = 	12	ሺݐ െ ሻଶ  

where i varies from 1 to n (number of outputs). If the calculated error is above a pre-specified threshold, the 
training is to be continued by back propagating the error into the network and adjusting the weights accordingly.  

Initially, during training, random weights are assigned. Assume training sample of party P1 holds attributes 
x11 ; x21 ; . . .; xn1  and party P2 holds attributes x12 ; x22 ; . . .; xn2. For each input node i of the neural 
network, party P1 holds xi1 and party P2 holds xi2 such that xi1 + xi2 = xi. The target value t(x) is known to both 
the parties. The aim of the algorithm is to train the network, so as to modify the weights.  
      While using this protocol, the product of the private inputs of the parties, xis, is converted to the summation of 
private outputs, yis: 
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ෑݔ = 	ݕ
ୀଵ


ୀଵ  

      Following steps explains training process for one sample. The procedure is same for all the remaining 
samples.  
For each hidden layer node hj, 

a) Parties P1 and P2 obtain intermediate outputs by using their private input values and weights.  
b) Parties P1 and P2 jointly compute the sigmoid function for each hidden layer node hj, obtaining the 

random output shares. 
For each output layer node oi, 

a) Parties P1 and P2 securely compute the error and modified weights. 
b) The computed weights are propagated backward through the network to adjust weights as in traditional 

back propagation. 
C. Privacy preserving ELM  

    Assume that data records are ordered such that all the records owned by party Pi, come before the records 
owned by party Pi+1.  Following are the steps of proposed ELM algorithm: 
Compute each item of the hidden layer output matrix H.Apply singular value decomposition (SVD) [2] to 
compute H†. 
Calculate the output layer weight vector α by multiplying H† and T 

 The output weight vector α is determined by using H† which is computed using SVD of hidden layer output 
matrix H. Secure multi-party SMM algorithms is used to extend the computation of the SVD to the multi-party 
ELM environment. Secure Scalar product is the main secure building block used to develop the privacy-
preserving SVD protocol s which is applied to secure matrix multiplication. This could also be used in the multi-
party case, where each party has a subset of rows from the whole matrix in the horizontally partitioned case, or 
each party has the values of a subset of columns in the vertically partitioned case. Secure multiplication could be 
used to extend the secure scalar product to more than two vectors.  

IV. METHODS AND MATERIALS 

     The results of the present work are tested on benchmark data sets provided by UCI machine learning 
repository. Both of the proposed algorithms are implemented by using Matlab 7.6 and JDK 1.6 running on a dual 
core processor.  Following figures show snapshots of plain and encrypted data used in our work. 

 
Fig. 1. Plain input data 
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Encrypted data: 

 
Fig. 2. Encrypted output data 

 
Fig. 3. Snapshot of the Sample Output 

 
Fig. 4. Bar Chart of the Results 

 
 

0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%

100.00%

Series1

Ms. Ch.Aparna et al. / International Journal of Computer Science & Engineering Technology (IJCSET)

ISSN : 2229-3345 Vol. 5 No. 06 Jun 2014 732



        Following table shows the classifier accuracies obtained. Classifier accuracies are computed by using 10-
fold Cross Validation method. Experimental results showed that the inclusion of cryptographic operations caused 
slight decrease in accuracy. Since the accuracy loss is within the acceptable range and confidentiality is of 
primary concern, we can conclude that proposed approaches are quite effective in learning real world datasets.  

TABLE I.  CLASSIFIER ACCURACIES 

Neural Network Learning Method Accuracy 

Conventional BP 94.534% 

Proposed BP 77.254% 

Conventional ELM 91.729% 

Proposed ELM 75.273% 

V. CONCLUSION  

      In this paper we proposed a protocol for ensuring the confidentiality of the data among multiple parties during 
neural network training. The proposed protocol is implemented for two popular neural network training methods  
BP and ELM. The proposed method could be used successfully for neural network training using real world 
datasets.  Results have shown that addition of cryptographic components has decreased classifier accuracy.  The 
proposed methods are to be enhanced to address this issue. Other potential areas for future work include 
designing secure protocols for recurrent networks and learning models with activation functions other than the 
threshold and sigmoid functions. 
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